**Directions:** This homework is the culminating experience for Learning Module 3: Regression Diagnostics. This homework is to be completed individually. While you may discuss problems with each other, the work you turn in must be your own. You will turn in this cover page with your assignment. Note: Any problem that begins CH Problem is a problem from the textbook.

By signing your name below, you verify that the work done on this homework is your own.

**Print Name \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**

**Submitting Your Assignment:** The following steps describe how to access the homework assignment and then submit it via BB.

1. Access the Word file homework assignment saved to BB. If you are reading this, then you have done Step 1 successfully!
2. Complete your homework. You may write your answers by hand or you may type your answers into this document. Whichever you choose, be sure to do the following:

* Write in dark ink or dark pencil if you are writing answers by hand.
* Show your work on any required calculations.
* Use the snipping tool to embed any R output you are asked to produce directly into your homework paper. If you choose to write out answers by hand, then print the necessary R output and place it in the appropriate spot on the homework. Please do not place all R output at the end.

1. Scan your homework into a single PDF. I do not want separate PDFs for each page! The Math and Stats (Tutoring) Center has two videos that show how to use a smartphone to do this:

iPhone – A short video named, “Scan With iPhone” that describes how to scan your homework papers with an iPhone is saved to BB under the Technology Menu item.

Android – A short video named, “Scan With Android” that describes how to scan your homework papers with an Android is saved to BB under the Technology Menu item.

1. Upload your PDF to BB – A short video named “Uploading PDF to BB” that describes how to upload your homework PDF is saved to BB under the Technology Menu item.

**Scoring:**

* Any student who chooses to turn in the assignment on or before the due date given in class will be eligible to score 100 points on the assignment.
* Any student who chooses to turn in the assignment by midnight on Tuesday will be eligible to score 80 points on the assignment.
* Any student who chooses to turn in the assignment after midnight on Tuesday will have the assignment reviewed and commented on but the assignment will not be eligible to score any points.

**There are six pages to this homework assignment including the cover page.**

**Software Investigation**

Software investigation questions require you to use the statistical software R to analyze a data set and fit regression models.

* Begin by accessing the Virtual Lab Environment. See the document named, “Accessing the Virtual Lab” that is saved to BB – Technology.
* Have available the document named, “STA 321 R How-To Sheet” that is saved to BB – Technology.
* Once you have logged into the Virtual Lab environment, follow the instructions under Utilities – Opening R to open RStudio.
* Now follow the instructions under Utilities – Opening R File to open the R program named **hw3starter.rmd** that will read the dataset named **usedcars.csv** into an R data frame named **UsedCars**. You will add code to this program and produce output. You will want to have the snipping tool ready so that you can snip R output that you produce and paste it into your Word file for HW 3.

In this software investigation, we will use a data set collected from Kelly Blue Book to assess the value of 804 used 2005 GM cars. At the time of data collection, all cars were less than one year old when priced and considered to be in excellent condition.

The variables in the dataset are:

* Price: suggested retail price of the used 2005 GM car in excellent condition.
* Mileage: number of miles the car has been driven
* Make: manufacturer of the car such as Saturn, Pontiac, and Chevrolet
* Model: specific models for each car manufacturer such as Ion, Vibe, Cavalier
* Trim: specific type of car model such as SE Sedan 4D, Quad Coupe 2D
* Type: body type such as sedan, coupe, etc.
* Cylinder: number of cylinders in the engine
* Liter: a more specific measure of engine size
* Doors: number of doors
* Cruise: indicator variable representing whether the car has cruise control (1 = cruise)
* Sound: indicator variable representing whether the car has upgraded speakers (1 = upgraded)
* Leather: indicator variable representing whether the car has leather seats (1 = leather)

**We will focus our attention on Y = Price and X = Mileage.**

1. Let’s begin with a scatterplot of Y = Price and X = Mileage. Use the snipping tool to copy the output produced and paste it here. **See LM 1 – Scatterplot 321 R How-to.**
2. Now some univariate EDA of the response variable Y = Price. Make a histogram of the response variable Price. Use start = 0, end = 80000, and jump = 1000. **See LM 1 – Histogram 321 R How-to.**
3. Use the snipping tool to copy the output produced and paste it here.
4. Describe the distribution of the response variable Price. Mention peaks and shape.

**Your answer to Question 2(b) suggests that we should transform the response variable. We will do that. In the R program under “Transform Y” write the code to create a variable named logPrice that is the logarithm of the Price.**

1. Make a histogram of the response variable logPrice. Use start = 8, end = 12, and jump = 0.1. **See LM 1 – Histogram 321 R How-to.**
2. Use the snipping tool to copy the output produced and paste it here.
3. Describe the distribution of the response variable logPrice. Mention peaks and shape.

**Taking the log helps “normalize” the response. Is it perfect – No, but we are going to use logPrice as our response in the rest of the homework. We will investigate the model below.**

**Model 1: logY = logPrice, X1 = Mileage**

1. Using proper notation write out Model 1. Be sure to indicate that the response is logY.
2. Fit Model 1 saving the model output to an R Object named Model1. **See LM 1 – Linear Regression on 321 R How-to.** Then, save the residuals to an RObject named Model1\_metrics. **See LM 2 – Saving Residuals on 321 R How-to.**
3. Use the following code to print the first six rows of residuals: head(Model1.metrics). Use the snipping tool to copy and paste the output here.

1. Make a plot of the standardized residuals vs y-hat. Use snipping tool to cut and paste plot. **See LM 3 – Standardized Residuals -Y-Hat Plot on 321 R How-to**.
2. The residual plot in part (b) can be used to check Assumption 1 Form of Model – Linearity. Does this plot suggest that the assumption is met? Answer Yes/No and give a brief explanation as to why.
3. The residual plot in part (b) can be used to check Assumption 3 Errors – Mean Zero. Does this plot suggest that the assumption is met? Answer Yes/No and give a brief explanation as to why.
4. The residual plot in part (b) can be used to check Assumption 4 Errors – Constant Variance. Does this plot suggest that the assumption is met? Answer Yes/No and give a brief explanation as to why.
5. Make a normal probability plot of the standardized residuals. Use snipping tool to cut and paste plot. **See LM 3 – Normal Probability Plot of Residuals on 321 R How-to**.
6. The normal probability plot in part (f) can be used to check Assumption 2 Errors – Normality. This plot suggests that the assumption is violated. Write a sentence that tells me what the plot tells you about the residuals. I want more than “They aren’t normal.” Tell me what they are.

**There is no time component to the data collection so checking Assumption 5 Errors – Independence is not applicable. We can make the argument that the error in predicting the price of one used car should have no effect on the error of predicting the price of any other used car. That’s what the assumption says.**

1. The assumptions that we investigated in Question 5 deal with the model and the errors. In Question 6 we focus on the predictors.
2. Assumption 7 Predictors – No Measurement Error. We don’t have a diagnostic to check this, but write a sentence that explains what this assumption means for this example.

**Since we only have one predictor in the model, Assumption 8 Predictors – Predictors Independence is not relevant.**

1. Page 108 of the text states that points are considered to have high leverage if the leverage value exceeds ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGoAMACQAAAABxWwEACQAAA1cCAAAEAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgA8AGCwAAACYGDwAMAE1hdGhUeXBlAACQABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABgAARgMAAAUAAAAJAgAAAAIFAAAAFAK5AR4BHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVIPSx1QAAAAPDHMwP3Ni11QI01dQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUArkBmwQcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdUg9LHVAAAAA8MczA/c2LXVAjTV1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAIAAAA+gIAABMAAAAAAAACBAAAAC0BAAAFAAAAFAJaAHMGBQAAABMCTANZBAUAAAAUAp0BOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A6MQzA/c2LXVAjTV1AAAAAAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAADIxqwMAAwUAAAAUAp0B7QEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A6MQzA/c2LXVAjTV1AAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAHAAAAMFAAAAFAJGA1EFHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOjEMwP3Ni11QI01dQAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABuAAADBQAAABQCnQH1AhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1SD0sdUAAAADoxDMD9zYtdUCNNXUAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAK3kAA5cAAAAmBg8AJAFBcHBzTUZDQwEA/QAAAP0AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMACwIAAQACAIgyAAMAAQMAAQACAINwAAIEhisAKwIAiDEAAAIAligAAgCWKQAAAAEAAgCDbgAAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AACEAigIAAAoA8hNmEPITZhAhAIoCyM4zAwQAAAAtAQMABAAAAPABAQADAAAAAAA=). What is the cutoff value for leverage for this data set?
2. Write the code to identify the points with high leverage and save them to an R Object named HighLev. **See LM 3 – High Leverage on 321 R How-to**. How many of the 804 points were identified?
3. Make a plot of Cooks D by observation number using the HighLev R Object. Write the code so that the observation number for the top five values are identified. Use snipping tool to cut and paste plot. **See LM 3 – Cooks D on 321 R How-to**.
4. Complete the table below with information from the original dataset and the Model1.metrics on the two observations with the largest Cooks D.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Observation | Price | Mileage | Standardized residual | Hat | Cooks D |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

1. For each point explain what makes the point have high leverage
2. For each point explain what makes the point have high Cooks D. The scatterplot in Question 1 will help you see these points.
3. The scatterplot in Question 1 suggests that a SLR model with predictor Mileage is not going to fit the data well. Consider the other variables in the dataset and write a sentence or two that explains why a MLR model is likely to be need in this situation.

**Final note on HW 3: I did not include any work with dummy variables or interaction variables on this homework. You will work with them in homework 4a.**